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Abstract

This paper reports preliminary results of investigating the use of machine learning techniques to label distraction related events from video data collected from the Australian Naturalistic Driving Study (ANDS). This offline automatic labeling is designed to replace manual coding and accelerate the data reduction process with the view to save effort and money. We adopted the well-known pre-trained deep learning network Alex to label ANDS video data. The pre-trained network was used as a starting point after modifying the fully connected and classification layers. Then the modified model was retrained using ANDS data. The re-trained network achieved promising results despite low video quality.

Method

Convolutional Neural Networks (CNNs) are deep learning algorithms that are powerful for image classification. During the training, CNN learns the weights of the different layers to yield the best features and the least classification error. Training a CNN from scratch needs a large number of high quality images and long training time to facilitate transfer learning. Transfer learning exploits knowledge gained from solving one problem and applying it to a different but related problem as a shortcut to save time. We used the pre-trained model approach for transfer learning where we choose a pre-trained model (Alex network\textsuperscript{[1]}). Then we modified the fully connected and classification layer to suit the driver distraction task. Finally, we tuned/re-trained the model using ANDS video data. We have chosen transfer learning because it offers the following benefits\textsuperscript{[2]}:

1- Higher classification accuracy before tuning the pre-trained model
2- Higher rate of classification improvement during the training process
3- Higher final classification accuracy at the end of the training process

Results

This paper used six trips of the data collected as part of the ANDS. The videos of six trips were captured from different drivers. The video data were collected using a continuous multi–camera video recording system that captures the driver's face, forward and rear views, and a view of driver interaction with the dashboard and other systems at a rate of 15 Hz \textsuperscript{[3]}. In this early stage of developing the classification model, we focus only on the videos which capture the interaction of the driver with the dashboard and other systems. The videos of five trips were converted into images/frames and were visually inspected to label each image as distracted or non-distracted \textsuperscript{[4]}. The low quality images were removed from the training dataset. We re-trained Alex network using 7449 images extracted from five trips. The video of the sixth trip was processed in the same way as the training data and the resulting 2179 images were used to test the re-trained model. The test result is an indicator of how close the CNN model is to the manual coding.
The results of testing the re-trained Alex network is shown in Figure 1. As shown in the figure, the accuracy, sensitivity, and specificity are 71.8%, 59.3% and 84.6%, respectively. These measures are promising and suggest that the approach is worth pursuing. The next steps to improve the automatic labeling will include adding much more data for training. Moreover, other models that incorporate the temporal correlation between frames will be used.

**Conclusion**

Automatic data reduction of video collected from ANDS is very important for downstream analysis due to the sheer size of collected data. Automatic reduction of video data will save effort, money/time and discover new knowledge. However, automatic analysis is challenging because of the data quality and quantity needed for building a good model. The preliminary results using CNN and transfer learning are very promising and our ongoing work to improve the classification model includes; adding more trips to the training dataset and test dataset and adapting recurrent neural network models which take advantage of the temporal correlation between frames to improve classification accuracy.
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